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1 Introduction
The introduction comprises two lectures, one devoted to classical and one devoted to
more recent computational approaches to historical language comparison.
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Foundations of Historical Language Comparison

1 Research Object
1.1 Languages
What are Languages?

What counts as a languages, i.e. which tradition of speech we label as language, does not
depend on pure linguistic criteria, but also on social and cultural criteria (Barbour und Ste-
venson 1998: 8). Accordingly, we assume that people in Shànghǎi, Běijīng, and Měixiàn all
speak dialects of “Chinese”, while people in Scandinavia speak languages such as “Nor-
wegian”, “Swedish”, or “Danish”. This does not mean that the Chinese varieties show less
differences than the Scandinavian ones, as we can see from Table 1:

Běijīng Chinese 1 iou²¹ i⁵⁵ xuei³⁵ pei²¹fəŋ⁵⁵ kən⁵⁵ tʰai⁵¹iaŋ¹¹ tʂ͡əŋ⁵⁵ ʦai⁵³ naɚ⁵¹ tʂ͡əŋ⁵⁵luən⁵¹
Hakka Chinese 1 iu³³ it⁵⁵ pai³³a¹¹ pet³³fuŋ³³ tʰuŋ¹¹ ɲit¹¹tʰeu¹¹ hɔk³³ e⁵³ au⁵⁵
Shànghǎi Chinese 1 ɦi²² tʰɑ̃⁵⁵ ʦɿ²¹ poʔ³foŋ⁴⁴ taʔ⁵ tʰa³³ɦiã⁴⁴ ʦəŋ³³ hɔ⁴⁴ ləʔ¹lə²³ʦa⁵³

Běijīng Chinese 2 ʂei³⁵ də⁵⁵ pən³⁵ liŋ²¹ ta⁵¹
Hakka Chinese 2 man³³ ɲin¹¹ kʷɔ⁵⁵ vɔi⁵³
Shànghǎi Chinese 2 sa³³ ɲiŋ⁵⁵ ɦəʔ²¹ pəŋ³³ zɿ⁴⁴ du¹³

Norwegian 1 nuːɾɑʋinˑn̩ ɔ suːln̩ kɾɑŋlət ɔm
Swedish 1 nuːɖanvɪndən ɔ suːlən tvɪ̥stadə ən gɔŋ ɔm
Danish 1 noʌʌ̯nvenˀn̩ ʌ soːl ̩ˀ n kʰʌm eŋg̊ɑŋ i sd̥ʁiðˀ ʌmˀ

Norwegian 2 ʋem ɑ dem sɱ̩ ʋɑː ɖɳ̩ stæɾk̥əstə
Swedish 2 vɛm ɑv dɔm sɔm vɑ staɹkast
Danish 2 vɛmˀ a bm̩̥ d̥ vɑ d̥n̩ sd̥æʌg̯̊əsd̥ə

Tabelle 1: “Der Nordwind und die Sonne” in verschiedenen Sprachvarietäten

The table shows phonetic transcriptions of the translation of the sen-
tence ``The Northwind and the sun were disputing, who was stronger"
in six different linguistic varieties. Unfortunately, there is no fur-
ther information on the structure of the table. How can we explain
it anyway? Which conclusions can be drawn with respect to the clas-
sification of Chinese speech varieties into dialects and Scandinavian
speech varieties into languages?

Language as a Diasystem

In order to allow linguists to handle the complex, heterogeneous character of languages mo-
re realistically, sociolinguistics usually invokes the model of the diasystem (Bussmann 1996:
312). According to this model, languages are complex aggregates of different linguistic sys-
tems, which ‘coexist and influence each other’ (Coseriu 1973: 40).1 An important aspect is
the existence of a so-called “roof language” (Dachsprache), i.e., a language variety which

1My translation, original text: “die miteinander koexistieren und sich gegenseitig beeinflussen”
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serves as standard for interdialectal communication (Goossens 1973: 11). The linguistic va-
rieties (dialects, sociolects) which are connected by such a standard constitute the “variety
space” (Varietätenraum) of a language (Oesterreicher 2001), as shown in Figure 1.

Standard Language

Diatopic Varieties

Diastratic Varieties

Diaphasic Varieties

Abbildung 1: Language as a diasystem

How can the model of the diasystem help us to explain the different
division of Chinese and Scandinavian speech varieties into dialects and
languages?

Simplified Model of Language in Historical Linguistics
In historical linguistics, we use a simplified language model. We are less interested what
language is in reality, but more, how language changes and languages change. Language
is seen as a system. In a broader sense, a system is a set of elements and a set of relations
which hold for the set of elements (Marchal 1975: 462f). For our languagemodel in historical
linguistics, thismeans that linguistic systems contain sounds (phones, phonemes) and signs
(words, morphemes) as elements, as well as phonotactic and syntactics rules as relations.

Is such a simplified model sufficient for a treatment of the most
important problems in historical linguistics?

1.2 Signs
The Classical Sign Model

In historical linguistics, linguistic signs are usually treated in the context of the traditional sign
model by Saussure (1916). As Roman Jakobson notes, we distinguish two sides: the form
and the content:

The sign has two sides: the sound, or the material side on the one hand, and meaning,
or the intelligible side on the other. Every word, and more generally every verbal sign, is
a combination of sound and meaning, or to put it another way, a combination of signifier
and signified [...]. (Jakobson 1976 [1978]: 3)

2
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What does Jakobson mean with the words ``material'' and ``intelligi-
ble''?

Additional Though on Signs

Normally, the classical sign model by Saussure is depicted as follows:

↑ [kop͡f]
“head” ↓ ↑ [kʌp]

“cup” ↓
Important for the linguistic sign is, however, not only the form (signifier) and the meaning
(signified), but also the linguistic system in which the sign is used. A more detailed depiction
of the sign model should therefore also include the system as a constitutive aspect of the
linguistic sign:

[kɔp͡f] “head” [kʌp] “cup”

Kopf cup

German English

FORM MEANING FORM MEANING

LANGUAGE LANGUAGE

If we look at the structure of sign form and sign meaning, we
can find fundamental differences between the two. The sign form is
a (phonetic) sequence, that is, a linear arrangement of distinctive
sounds. These sounds are material, since they can be measured
as waves in the air, or as traces of ink on a sheet of paper.
Important for the sign form is furthermore its linearity, since not
only the assembly of different sounds is crucial for the distinction
between different sign forms, but also the order of elements.
We can therefore say that the sign form is (a) substantial, (b)
segmentable, and (c) linear. But what about the sign meaning? Fill
in the corresponding terms in the right column of the table.

No. Form Meaning
(a) substantial
(b) segmentable
(c) linear

3
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2 Change
Change in the Odes
When reading Chinese poems from the Book of Odes ((Shījīng 詩經 ca. 1050–600 BCE)
in modern pronunciation, it becomes immediately evident that the language has changed,
as many instances no longer rhyme. Although it took scholars some time to figure out what
happened, and why these passages did not rhyme in the Odes, scholars from the Míng明
(1368–1644) and Qīng清 dynasties (1644–1911) eventually realised that it was language
change driving these differences (Baxter 1992: 153-157). This is illustrated in the following
table (taken from List 2017).

2.1 Preliminary Considerations
Change as Process
That sound change proceeds in an overwhelmingly regular manner can be easily illustrated
by looking at words from Latin and the words in its descendant languages (as for example
Italian). The data in Table 2 are merely illustrations for this phenomenon, the number of
examples can be easily expanded.

Meaning Latin Italian
“feather” pluːma pjuma
“flat” plaːnus pjano
“square” plateːa pjaʦːa

Meaning Latin Italian
“tongue” liŋgua liŋgwa
“moon” lu:na luna
“slow” lentus lento

Tabelle 2: Lateinische und Italienische Wörter

If the data in the table are indeed only a small collection and
many more examples are available, which fundamental characteristics
of sound change can be derived from this?

Change as Law
The overwhelming regularity of sound change was enthusiastically met by scholars from
the 19th century. The regularity assumption quickly led to the formulation of sound laws.
The phenomenon was deliberately compared with the regularity of natural laws. The stron-
gest hypothesis regarding sound change was formulated by the so-called Neogrammarians
(Junggrammatiker ), a group of linguists in Leipzig (Germany) who were much younger on

4

7



Johann-Mattis List Foundations 2017-10-18

average than the rest of the linguists at that time in Germany. The following quote is taken
from a text passage which later became famous under the nameNeogrammarian Manifesto:

All sound change, as long as it proceeds mechanically, follows exceptionless laws, that
is, the direction of the sound change is the same with all members of a linguistic society,
the only exception being the cases that dialect split occurs, and all words in which the
sound which is targeted by a given sound change recurs under the same conditions will
be affected by the change without exception. (Osthoff und Brugmann 1878: XIII)2

What follows from this ?

2.2 Sound Change
Sound Change Mechanisms
Based on our knowledge of sound change as a process, we can draw the following two
intermediate conclusions:

• Sound change is a recurrent process: Not only a few words of a given language are
modified sporadically, but many, if not the whole lexicon of a language.

• Sound change is a contextually restricted process: The phonetic environment deter-
mines whether certain sound changes happen or not.

However, it is by no means clear whether this characterizes all mechanisms of sound
change. In the second half of the 20th century, many linguists, especially Chinese scholars,
opposed this view and pointed to sound change processes which were not following the
description of the Neogrammarians:

When a phonological innovation enters a language it begins as a minor rule, af-
fecting a small number of words [...]. As the phonological innovation gradually
spreads across the lexicon, however, there comes a point when the minor rule
gathers momentum and begins to serve as a basis for extrapolation. At this criti-
cal cross-over point, the minor rule becomes a major rule, and we would expect
diffusion to be much more rapid. The change may, however, reach a second
point of inflection and eventually taper off before it completes its course, leaving
behind a handful of words unaltered. (Chen 1972: 474f)

The opposing views can be characterized as follows:

Neogramm. S. C. Lex. Diffusion
lexically abrupt gradual
phonetically gradual abrupt

Do these two theories really contradict each other, or is it
possible that sound change proceeds according to two different
mechanisms?

2Aller lautwandel, soweit er mechanisch vor sich geht, vollzieht sich nach ausnahmslosen gesetzen, d.h. die
richtung der lautbewegung ist bei allen angehörigen einer sprachgenossenschaft, ausser dem Fall, dass
dialektspaltung eintritt, stets dieselbe, und alle wörter, in denen der der lautbewegung unterworfene laut
unter gleichen verhältnissen erscheint, werden ohne ausnahme von der änderung ergriffen.

5
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Sound Change Types
If we concentrate on the substantial aspects of sound change, we can distinguish different
types of sound change:

Continuity: A sound does not change.
• Old High German [hant] > Modern German [hant] “hand”

Substitution: A sound is replaced by another sound.
• Old High German [sneːo] > Modern German [ʃneː] “snow”

Deletion: A sound is lost.
• Old High German [aŋust] > Modern German [aŋst] “fear”

Addition: A sound is gained.
• Old High German [joman] > Modern German [jeːmant] “somebody”

What about sound changes in which elements are swapped (me-
tathesis)? Shouldn't they also occur in this survey?

2.3 Semantic Change
While sound change proceeds as an alternation, that is, each sound change modifies the
form of a sign in its entirety, semantic change proceeds primarily in steps of cumulation and
reduction: the meaning of signs is being expanded (cumulation) resulting in polysemy, or
reduced, resulting in a loss of polysemy. Basic examples are shown in the next table:

Language Form Meaning

Proto-Germanic *[kupːaz] “cup / vessel”
Old High German [kɔp͡f] “cup / vessel”,“head”
High German [kɔp͡f] “head”

We can distinguish many different types of semantic change, however, we can summarize
most types under two major types, namely metaphor and metonymy :

metaphor: ancestral meaning and descendant meaning are in a similarity relation.
• “cup” > “head”, “see” > “think”

metonymy: ancestralmeaning and descandantmeaning are in a close relation of continuity
(part vs. whole, person vs. thing).
• “stone (material)” > “stone (object)”, “head” > “person”

Are metonymy and metaphor really enough to summarize all
different possible types of semantic change?

6
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2.4 Lexical Change
Lexical change primarily refers to the change of form-meaning relations of the linguistic signs
which make up the lexicon of a given language. We can investigate semantic change from
the perspective of a set of concrete meanings (“head”, “hand”, “foot”, etc.), of which we
assume that they occur in all cultures and across all times (basic vocabulary,核心词). The
fundamental process here is lexical replacement: a formwhichwas primarily used to express
only one certainmeaning, is no longer used to express this meaning, but replaced by another
linguistic sign.

3 Relations
3.1 Sign Relations
We can distinguishmany different sign relations in historical linguistics. The following, howe-
ver, seem to be the most important ones (for more information, see List 2016):
Relation Characterisation
Ancestor-Descendant two signs, of which one became the other through a gradual

process of change
Cognacy two signs who have a common ancestor
Donor-Recipient signs in different languages of which one was transferred into

the other language as part of a discrete process

The figure (taken from List (2014)) below try to illustrate the
historical scenarios behind the different sign relations. Try to
explain what is going on there.

[kɔp͡f] “head” [kup] “cup”

Kopf coupe

German French

*[kupːaz] [kuːpa]

*kuppaz cūpa

Proto-
Germanic “vessel” “vessel” Latin

DONOR

ANCESTOR ANCESTOR

DONOR

ETYM. RELATION

3.2 Language Relations
Language relations are much more complex. Nevertheless, in historical linguistics we have
the following three most important relations on which linguists normally concentrate:

7
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Relation Characterisation
Ancestor-Descendant holds for two languages of which one became the other

through a gradual change process
Genetic Relationship holds for two languages who share a common ancestor
Contact holds for languages of which one has some- how influenced

the other

The figure below tries to illustrate the three fundamental
language relations in historical linguistics. What is the obvious
problem of this kind of illustration?

ANCESTOR ANCESTOR

DONOR

. gained words

. common words

. lost words

. etym. rel. words

3.3 Family Trees
Traditionally, we use the family tree model to illustrate how languages have developed into
their current shape. Among the first linguists to popularize this model was August Schleicher
(1821 – 1868)Schleicher, August, wo used “ the image of a branching tree” (Schleicher
1853: 787, my translation) to show how languages diverged from their common ancestor.

4 Similarities
4.1 Form Similarities
If we only regard the sign form, we can distinguish different kinds of similarities:
Substantial Similarities: Direct similarities between sound segments of two sign forms.

• German [pɔst] “post” vs. German [oːpst] “fruits”
• German [flaʃn̩] “bottle” vs. German [ʃlaːfn̩] “sleep”

Structural Similarities: similarities between the linear structure of two sign forms
• German [tantən] “glass bead” vs. German [kɛrkər] “cellar”
• German [mama] “mama” vs. German [papa] “papa”

Substantial-structural Similarities: similarities between sound segments of two sign forms
whose and their linear arrangement.

• German [hant] “hand” vs. Englisch [hænd] “hand”
• German [miːf] “smell” vs. Russian [miːf] “myth”

What if two words are similar but not exactly identical in their
sounds? How could we measure this?

8
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4.2 Systematic Similarities
Systematic similarities are similarities between the lexical systems of different languages.
In contrast to formal and functional similarities, systematic similarities deal with recurrent
formal and functional similarities between the signs of two or more languages.

Meaning Italian French
“square” pjaʦːa plas
“feather” pjuma plym
“flat” pjano plã

Meaning Italian French
“tear” lakrima laʀm
“tongue” liŋgwa lɑ̃ɡ
“moon” luna lyn

j = l l = l
pj = pl , l = l

What do we need to do in order to detect systematic simila-
rities?

5 Proof
5.1 Mode of Reasoning
Modes of reasoning are important in order to make conclusions or to consider something as
proven. They are also important for historical linguistics. The fundamental modes of reaso-
ning are deduction, induction, and abduction and can be best distinguished if we consider
them as a combination of rule, event, and

::::::
result:

deduction: “All bunnies have long ears, and the thing that brings the Easter eggs is a bunny.
:::::::::
Therefore,

:::
the

:::::
thing

::::
that

::::::
brings

:::
the

::::::
Easter

:::::
eggs

:::
has

:::::
long

::::
ears.”

induction: “The thing that brings the Easter eggs is a bunny, and
:::
the

:::::
thing

:::
that

::::::
brings

::::
the

::::::
Easter

::::
eggs

::::
has

::::
long

:::::
ears. Therefore, all bunnies have long ears.”

abduktion: “All bunnies have long ears, and
:::
the

::::
thing

::::
that

::::::
brings

::::
the

::::::
Easter

:::::
eggs

::::
has

::::
long

:::::
ears.

Therefore, the thing that brings the Easter eggs is a bunny.”

Abductive reasoning is usually labeled the weakest of the three modes
of reasoning. Why is that so, and why are we still using it so abundantly
in the historical sciences?

5.2 Evidence
In order to prove genetic relationship between languages it is important to separate the dif-
ferent types of evidence strictly. The basic evidence are similarities in the synchronic struc-
tures of two or more languages. That we can infer the past from the present is a general
principle in historical sciences. This inference process is best described as “historical fact
abduction” (Schurz 2008) and used in all historical sciences. To avoid wild speculations,
such a procedure needs to be based on cumulative evidence that is, on a multitude of diffe-
rent types of evidence, which can only be explained by invoking an individual hypotheses.

• The sole widely recognized type of evidence for genetic relationships are systematic
similarities (regular sound correspondences) between two or more languages.

9
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• Not all forms of systematic similarity are convincing: one must be able to show that the
systematic similarities are not coincidental, natural or contact-induced.

• If one can show that systematic similarities can only be explained by postulating n
genetic relationship, one can assume (for the time being) that this has been proven.

How can we distinguish coincidental and contact-induced from
similarities due to common origin?
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Foundations of Computer-Assisted
Sequence Comparison

1 Introductory Remarks
1.1 Automatic Sequence Comparison
Automatic sequence comparison refers to techniques which can be used in historical lingu-
istics in order to carry out an automatic comparison of words inside and across languages.
In times where linguistic data in digital form is constantly increasing, it is important to make
use auf automatic approaches for the task of word comparison. Most of the work in his-
torical linguistics is still being carried out manually. If we use automatic methods, we can
profit from the increased speed that computers provide. The methods are also steadily in-
creasing in accuracy (List u. a. 2017), even if they cannot yet compete with trained experts.

Given what we have learned about sound change: What obvious obstacles have
computational approaches to cope with here?

1.2 Computer-Assisted Language Comparison
A problem of computational methods is that they usually do not provide the same accuracy
as the analyses provided by human experts. Since human experts are slow in annotati-
on, however, and at times also not very consistent, we are in a dilemma: if we use the
computational methods, we will produce many errors in our analyses, but if we annotate
data manually, we will be inefficient. This is where the idea of computer-assisted language
comparison (List 2016) comes into play. If we analyse the data automatically in a first run,
nothing prevents us from refining the data afterwards. In addition to pure computational
analyses, computer-assisted language comparison comes along with specific interfaces
which experts can use in order to correct the analyses which have been produced by the
computer methods. In this way, we have an integrated workflow in which data is passed
back and forth between experts and computers.

The graphic below shows a tentative workflow for computer-assisted language
comparison. What do we need to keep in mind if we want to follow this
workflow?

COMPUTATIONAL 
HISTORICAL 

LINGUIST

CLASSICAL 
HISTORICAL 
LINGUIST

MANUALAUTOMATIC

QUANTITATIVE   
ANALYSIS

QUALITATIVE
ANALYSIS

LCLCLCCACACA

 DATA
creation

and
curation

pre- and 
post-

processing

TOOLSSOFTWARE
training

and
evaluation 

revision
and

analysis
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2 Phonetic Alignment
2.1 Alignment Analyses in General
Alignments are the most popular way to compare differences in sequences. We can define
an alignment of two sequences as follows:

An alignment of n (n > 1) sequences is a matrix of n rows in which all sequences are
arranged in such a way that all segments which correspond to each other are placed
in the same column, while segments not corresponding to other segments in a given
sequence are represented with help of gap symbols in the sequence which lacks the
given segment. (Gusfield 1997: 216)

0 H H H H H 0

0 H H H H 0

0 H H H H H 0

0 H H H H H 0

The Levenshtein distance between two sequences S1 and S2 is defined as
the number of edit operations needed to convert S₁ into S2. With help of
alignments, this can be easily handled and illustrated. How exactly?

2.2 Phonetic Alignment Analyses in Specific
Although alignment analyses are a very general way to compare sequences, they are not
frequently being used in historical linguistics. Obviously, historical linguists align words in
their heads, because without alignments, we could never identify regular sound correspon-
dences, but most of the time, these comparisons are carried out implicitly, and they are
rarely visualized. In addition, we often have problems when comparing words, since not all
elements in historically related words are necessarily alignable.

Language Alignment
Russian s - ɔ n ʦ ə -
Polish s w ɔ nʲ ʦ ɛ -
French s - ɔ l - ɛ j
Italian s - o l - e -
German s - ɔ n - ə -
Swedish s - uː l - - -

Language Alignment
Russian s ɔ - - n ʦ ə
Polish s - w ɔ nʲ ʦ ɛ
French s ɔ l - - - - ɛj
Italian s o l - - - e
German s ɔ - - - - nə
Swedish s uː l - - - -

(a) Globale Alinierung (b) Lokale Alinierung

The table above shows two different kinds of alignments of reflexes of the
word Indo-European *séh₂u̯el-, one global alignment and a local alignment.
What comes to mind when comparing the two alignments? Why re correct
alignments so difficult in historical linguistics?

2.3 Types of Sound Change
There is a long tradition of classifying specific sound changes into different types in histo-
rical linguistics. Unfortunately, the terminology is not very neat, ranging from very specific
terms up to very abstract ones.We thus find terms like “rhotacism” (Trask 2000: 288), which
refers to the change of [s] to [r], but also terms like lenition, which is a type of change “in
which a segment becomes less consonant-like than previously” (ebd.: 190). Some terms
are furthermore rather “explanative” than “descriptive” because they also denote a reason

2
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why a change happens, Thus, assimilation is often not only described as “[a] change in
which one sound becomes more similar to another”, but it is instead also emphasized that
this happens “through the influence of a neighboring, usually adjacent, sound” (Campbell
und Mixco 2007: 16).
The following table lists five more or less frequent types of sound change, by simply

pointing to the relation between the source and the target, which serves as the sole criterion
for the classification:

Typ Description Notation Example
Continuation absence of change x > x Old High German hant >

German Hand
Substitution Ersetzung eines Lauts x > y Old High German snēo >

German Schnee “snow”
Insertion Gewinn eines Lauts ∅ > y Old High German ioman >

German jemand “somebo-
dy”

Deletion loss of a sound x > ∅ Old High German angust>
German Angst “fear”

Metathesis change in the order of
sounds

xy > yx Proto-Slavic *žьltъ >
Czech žlutý “yellow”

The table contains missing examples. Can you fill them out?

2.4 Sound Classes
We need to keep in mind that substantial differences between sounds (like between [p] and
[b] or [f]) do not necessarily allow us to conclude that the words are not related, as sound
change often follows certain general preferences. On the other hand, surface similarity
between sounds does not prove anything in historical linguistics, unless we can show that
this similarity is also regular (in terms of recurrent sound correspondences). Nevertheless,
if we want to find cognate words, or get an idea on how to align two words we have not
seen before, it is useful to turn to surface similarities to guide our first analysis. We thus
need a heuristics that enables us to search for probably corresponding elements.
To account for this, we can make use of the concept of sound classes which was first

proposed byDolgopolsky (1964). The basic idea is that sound which often occur in corre-
spondence relation across the languages of the world can be divided in classes such that
“phonetic correspondences inside a ,type’ are more regular than those between different
,types’” (ebd.: 35).

No. Cl. Description Examples
1 "P" labial obstruents p, b, f
2 "T" dental obstruents d, t, θ, ð
3 "S" sibilants s, z, ʃ, ʒ
4 "K" velar obstruents, dental and alveolar affricates k, g, ʦ, ʧ
5 "M" labial nasal m
6 "N" remaining nasals n, ɲ, ŋ
7 "R" liquids r, l
8 "W" voiced labial fricative and initial rounded vowels v, u
9 "J" palatal approximant j
10 "Ø" laryngeals and initial velar nasal h, ɦ, ŋ

The table above shows Dolgopolsky's original sound class scheme. What comes
to mind when comparing the reflexes of the words for ``sun'' in Indo-
European with these classes?
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2.5 Morphemes and Secondary Structures
Words can be segmented into sounds, but they can also be secondarily segmented, for
example into syllables or morphemes. The morpheme structure of words plays a crucial
role in phonetic alignment, since it governs the way we compare words. In der phonetischen
Alinierungen kommt die wichtigste Rolle dabei der
The table below gives an example for the differences between a naive primary alignment

and an informed secondary alignment While the primary alignment infers a wrong corre-
spondence between final [t] and initial [tʰ], the secondary alignment correctly matches
only the first morpheme ʐʅ⁵¹ “sun” of the Běijīng word and separates the suffix tʰou¹ “head
(suffix)”.

Primary Alignment
Haikou z i - t - ³
Beijing ʐ ʅ ⁵¹ tʰ ou ¹

Secondary Alignment
Haikou z i t ³ - - -
Beijing ʐ ʅ - ⁵¹ tʰ ou ¹

What is the general problem with morpheme structure in languages other than
the ones from South-East Asia?

2.6 Alignability
Not all aspects of language are completely sequential. We also find many hierarchical
aspects. Word formation, for example, is often hierarchic, resembling syntax. If we want
to compare sound sequences which have an underlying hierarchical structure, a normal
alignment can only be used if the underlying structures are similar enough. If this is not the
case, an alignment of entire words does not make sense. Instead, we need to identify and
annotate those elements which are alignable. A more proper rendering of the structure of
words for “sun” for example, can be found here:

DOCULECT SEGMENTS ROOT STEM DERIVATION
French sol←ej *soh₂wl- *soh₂wl + ? RECTUS DIM

Spanish sol *soh₂wl- *soh₂wl RECTUS

German zɔnɛ *soh₂wl- *sh₂en OBLIQUUS

Swedish suːl *soh₂wl- *soh₂wl RECTUS

What are the obvious problems we encounter when trying to model the data
as shown in the table above?

4
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3 Cognate Detection
3.1 The Comparative Method

The comparative method, as the “funda-
mental method” for the identification of
sound correspondences and the recon-
struction of proto-languages, has many
different definitions in the literature. I see
the core of the classical workflow of his-
torical language comparison as shown on
the figure on the right. The dashed lines
indicate that each step of this workflow is
iterative and interacts with other steps.

proof of
relationship

identification
of cognates

identification of
sound correspondences

reconstruction
of proto-forms

internal
classification

revise

revise

revise

revise

Die komparative Methode wird oft als iteratives Verfahren beschrieben, wobei
der iterative Charakter als eine große Stärke der Methode hervorgehoben wird.
Was bedeutet "iterativ" überhaupt, und warum sollte das eine Stärke sein?

3.2 Traditional Approaches to Cognate Detection
If we look at the traditional procedure for cognate detection which is usually practiced
in historical linguistics (often summarized under the term “comparative method”), we can
describe this procedure as follows:

• Assemble a list of potential cognate sets.

• Align the words in your cognate list.

• Extract a list of potential sound correspondences from the alignments.

• Improve the cognate list and the correspondence list by:
– Adding and removing correspondences from the correspondence list.
– Adding and removing cognates from the cognate list.

• Stop, when the results are satisfying and ready for publication.

The iterative character applies to the whole workflow of the comparative
method. How can we describe the dependency between the reconstruction
of proto-forms and internal classification?

3.3 Automatic Cognate Detection
Detection of Sound Correspondences

In bioinformatics, it is important to compute the probability of correspondences in DNA and
protein alignment. This is done by comparing an attested with an expected distribution.
Transferred to linguistics, this means that we compare a list of corresponding sounds with

5
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a distribution which we would expect if the languages were not genetically related. In order
to substantiate this, linguists usually show long lists of potential cognates, as shown in the
list below:

Meaning Italian French
“square” pjaʦːa plas
“feather” pjuma plym
“flat” pjano plɑ̃

Meaning Italian French
“tear” lakrima laʀm
“tongue” liŋgwa lɑ̃ɡ
“moon” luna lyn

However, in the end, it is not only lists of words which are interesting for us, but lists of
aligned words. Without alignments, we cannot properly construct our list of sound corre-
spondences.

“square” | p j a ʦː a
p l a s - .| “tear” | l a k r i m a

l ɑ - ʀ - m - .|
“feather” | p j u m a

p l y m - .| “tongue” | l i ŋ w a
l ɑ̃ - g - .|

“flat” | p j a n o
p l ɑ̃ - - .| “moon” | l u n a

l y n - .|
Quantifying sound correspondences now only requires to count. For this, we construct a
simple matrix, in which we mark down all co-occurrences of all sound combinations we
encounter. The problem is, that we will miss context-dependent similarities when doing
so. In order to account for this, we can use a rough notion of context by adding sonority
context (rising sonority, falling sonority, etc.). Based on this, we can even with our manual
method see, how cognates could be easily identified automatically.

p j a l ...
p 3 0 0 0 ...
l 0 3 0 3 ...
a 0 0 1 0 ...
... ... ... ... ... ...

p / # j / C a / C l / C ...
p / # 3 0 0 0 ...
l / # 0 0 0 3 ...
l / C 0 3 0 0 ...
a / V 0 0 1 0 ...
... ... ... ... ... ...

Is the integration of phonetic context really important for cognate detec-
tion?

3.4 Clustering
Clustering is the process by which objects are divided into groups. If we talk about the Wú
dialects in China, for example, we talk about a clustering of the Chinese dialects into one
group which we call Wú吴. Cognate detection is also a clustering procedure, as we divide
words into groups, and we assume that words inside a group go back to a common ances-
tor. The words German Zahn [ʦaːn], Italian dente [dɛnte], Dutch tand [tand], Russian zub
[zup], und English tooth [tʊːθ] (all meaning “tooth”) can be clustered into different groups.
Some go back to Proto-Indo-European *deh₃nt- „toth” sind (Zahn, dente, tand und tooth),
and one goes back to Proto-Indo-European *ǵombʰ-o- “(finger)nail” sind (zub) (DERKSEN:
549).

ʦaːn dɛnte tand zup tʊːθ
ʦaːn 0.00 0.53 0.35 0.57 0.57
dɛnte 0.53 0.00 0.10 0.97 0.52
tand 0.35 0.10 0.00 0.86 0.39
zub 0.57 0.97 0.86 0.00 0.70
tʊːθ 0.57 0.52 0.39 0.70 0.00

6
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Automatic clustering has the advantage that the evidence which may be missing when
comparing only one language pair, can be backed up by additional evidence. This nicely
accounts for the use of cumulative evidence (Sturtevant 1920: 11), which is a fundamental
aspect of the comparative methods for historical language comparison.

The table shows pairwise sequence distances which have been computed with
help of the SCA alignment algorithm (List 2012b) for the five words for
``tooth" mentioned above. How would a possible cluster look like?

3.5 LexStat
Below is the workflow of the LexStat method for automatic cognate detection (List 2012a).
This method cumulates the aforementioned ideas for automatic cognate detection and
assigns them to a common framework which comes close to the basic ideas of the “com-
parative method”. Phonetic alignment plays a two-fold role: first it is used as initial heuristic
to find the best candidates when being used to analyse multiple languages. Second, it is
used as final procedure to infer the distances between all strings which are then fed to a
cluster algorithm that finally partitions the data into groups of supposedly cognate words.
The phonetic alignment algorithm is based on sound classes. It does not align phonetic

sequences directly, but rather modifies IPA characters to the simpler sound classes first,
and later converts them back, as illustrated in the second figure below.

INPUT
tɔxtər
dɔːtər

TOKENIZATION
t, ɔ, x, t, ə, r
d, ɔː, t, ə, r

CONVERSION
t ɔ x … → T O G …
d ɔː t … → T O T …

ALIGNMENT
T O G T E R
T O - T E R

CONVERSION
T O G … → t ɔ x …
T O - … → d oː - …

OUTPUT
t ɔ x t ə r
d ɔː - t ə r

1
LexStat often has problems to distinguish true cognates from borrowings if
borrowings are abundant. Why is that so?
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4 Cognate Annotation
The computer-assisted framework requires that linguists can easily access the data which
was analysed by a computer program in order to refine them. This can be easily done
with help of the EDICTOR tool (List 2017) which is freely available at http://edictor.
digling.org and can be used to annotate and refine cognate judgments. The LexStat
algorithm, as it is implemented in the LingPy software package (List und Forkel 2016),
creates the data automatically in a format which can be easily edited with the EDICTOR.
In this way, the data is both accessible in human- and machine-readable form.

Word
List

Cognate
Sets

Align-
ments Phono-

logy

Morpho-
logy

/əu/ -th-a- {one} ID: 1

ID: 1

Partial
Cognates

ID: 1

th o x t ə rd  o: - t a -

{one}

Corres-
pondences

Transcription

Phonetic Segmentation

Morphological Segmentation

Cognate Assignment

Phonetic Alignment

/əu/
-th-a-
{one}
ID: 1
th o x t ə rd  o: - t a -

DATA EDITING

PANEL INTERACTION

Activation
Editing

Filtering

   D T
   E

EDICTOR

Frequency Analysis

Structural Analysis

DATA ANALYSIS

The figure above shows the basic modules of the EDICTOR. One module is
named ``partial cognates". What does this mean?
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The section on Computer-Assisted Language Comparison comprises two lectures, one
devoted to cross-linguistic data formats, and one devoted to examples for computer-
assisted language comparison in practice.
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Cross-Linguistic Data Formats
1 Introduction
1.1 Data in Linguistics
Linguistics is beyond doubt a data-driven discipline, and most of our daily linguistic work is
based on evaluating, creating, and analysing different kinds of data. If I want to investigate
grammatical phenomena, I will need grammatical data, normally example sentences drawn
from some kind of corpus. If I want to compare typological aspects of different phenomena, I
will again need some kind of corpus in which I can find contrastive examples, or I will have to
build this corpusmyself. Even if I simply want to learn a languagewhich I do not know before,
I need data, as I will need some grammatical descriptions with tables, example sentences,
aswell as a good dictionarywhich helpsme how to translatewords from the foreign language
into my own mother tongue.

Aren't there any fields in linguistics which are less data-driven in some way,
or is all in linguistics about empirical approaches and data collections?

1.2 Data in Historical Linguistics
Historical linguistics is in some sense even more data-hungry than general linguistics, since
we cannot invoke our linguistic intuition in order to resolve phenomena involving languages
which have long since disappeared. As a result, historical linguistics heavily relies not only
on ancient documents, but also on extensive collections of contemporary languages, be it
dictionaries, word lists, or grammars. In order to shed light on the past of our languages,
linguists sift through dictionaries, hunting for cognate words, and searching for spurious
similarities in the grammars of the languages they investigate. Etymological dictionaries,
one of the most typical examples for research results in historical linguistics, are a classical
example for a database which was built on paper: they represent the results of intensive
language comparison with enormous amounts of references to older literature as well as
the most recent findings. Etymological dictionaries are no databases, but the way they are
created aswell the data they are supposed to reflect virtually cries for them to be represented
in form of a database rather than in simple prose.

If we look at the multiple references to previous literature and the steady
accumulation of new knowledge based on previously created knowledge in et-
ymological dictionaries, what similar data-structure which has recently gained
great popularity, comes to mind?

1.3 Problems with Data in Linguistics
We have huge problems with data in both linguistics and historical linguistics. These prob-
lems can be summarized under three core aspects, which related to (a) the availability of
data, (b) the transparency, and (c) the comparability of data. Availability is a constant nui-
sance, as it is still rather the exception than the rule that scholars actually share the data
they collected and used in order to write an article. It is not uncommon, that scholars even
propose a new classification for a certain group of languages without supplementing neither
data nor code which was used in order to arrive at the conclusions (Tamburelli and Brasca
2017), not to speak of numerous grammatical descriptions of languages which are provided
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without sharing or properly citing their data. The situation which is reported in the following
quote, which is taken from a review on a recent handbook on Sino-Tibetan languages, is
quite representative for the field of historical and general linguistics in its current state:

It is disappointing that so many among the authors of newly commissioned articles did
not cite their data; this failing is particuarly perplexing in the case of those authors who
benefited from the generosity of agencies that explicitly require archiving in public repos-
itories. The move toward open data is still in its early days. (Hill 2017: 306)

Apart from data availability, the field also suffers from a lack of transparency of the data that
people share. As an example, consider the following table provided by Bengtson (2017) in
which the author tries to prove the relationship of Basque with North Caucasian.

(gloss) Basque Chechen Avar Lak / Dargi Lezgi Prot-West-
Caucasian

Proto-North-
Caucasian

die *hil =al- =al’= L =ič’a D -ibk’- q’i- * ƛ̣ǝ - / *ƛ̣a- *=iwƛ̣Ĕ
dog *hor pħu ‘male

dog’ hoy D χa χor
(Budukh) *ŁIwa *χHwey̆-rV-

ear *be=laṙi ler-g D liħi *ŁA- *ɫeH̆i
f re *śu ts’e ts’a L ts’u D ts’a ts’ay *mA=c w ̣ a *c ̣ay̆ɨ
horn *a=daṙ kur tɬ:ar f ri ‘mane’ PEC *ƛwɨ ̆ rV
I *ni L na D nu *q:́IwA ‘to hear;

to be heard’ *=�q̆Ē̇

Table 1: Supposed cognate sets between Basque and North-Caucasian languages (from Bengtson 2017)

It is not difficult to see that we can barely see anything in this representation. Later on, we
will see how this kind of data can be represented in a much more efficient and transparent
way.

Last not least, comparability of data also poses a significant problem of itself, since
scholars often do not pay enough attention when it comes to sharing their data in such a
form that it is actually comparable with the data provided by other scholars. It is obvious that
not all aspects of languages are comparable cross-linguistically in the end, but it is also clear
that many aspects are, and as a result, linguists should always try to offer their data in such
a form that they maximize the potential synergies with other fields. If we do not try hard to
increase the comparability, transparency, and availability of our data, our research will end
up being irreproducible, and reproducibility is one of the key aspects of scientific research.

In which cases may it be justified to not share all of ones data in science?

2 The CLDF Initiative
2.1 General Ideas
The Cross-Linguistic Data Formats initiative (Forkel et al. 2017, http://cldf.clld.
org) comes along with: (a) standardization efforts, (b) software APIs which help to test and
use the data, and (c) working examples for best practice. (a) points to linguistic meta-data-
bases like Glottolog (Hammarström et al. 2017), Concepticon (List et al. 2016), and CLTS
(List 2017b). These databases help scholars to make explicit what data (what languages,
what concepts, what sounds) they are working with, and additionally aid them in merging
different datasets into larger data collections. They aim, in brief, at increasing the compara-
bility of linguistic data. (b) points to software (currently written in Python), which helps users
to test how well their data conforms to the standards established by the CLDF initiative. The
software contributes to the transparency of the data, as it requires data to be presented
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in both machine- and human-readable formats. (c) points to existing datasets which have
been created by different scholars and try to illustrate how the standards can be used and
implemented. These working examples (see, for example, Hill and List 2017) increase both
the availability of data, as well as contributing to transparency and comparability.

What is the advantage of using existing meta-data-bases like Glottolog or
Concepticon for data collection and data annotation?

2.2 Technical Aspects
The details can be assessed from the CLDF website (http://cldf.clld.org) where
apart from the specification alongwith working examples an ontology can be foundwhich ex-
plains certain core aspects of different data types which can be used in wordlists, collections
of grammatical features, or dictionary data. As a general format for the machine-readable
specification we use CSV with metadata in JSON, following the W3C’s Model for Tabular
Data and Metadata on the Web (W3C Consortium 2015). Our CLDF ontology builds and
expands upon the General Ontology for Linguistic Description (GOLD, GOLD Community
2010). The pycldf API in Python (https://github.com/glottobank/pycldf) is
close to its first release and can be used to test how well datasets conform to CLDF.
Aren't their better formats for lexical data around, such as TEI or simple
XML?

2.3 Standards
CLDF can be divided into differentmodules in which specific standards for frequently recur-
ring tabular datatypes are defined. Currently, CLDF features three main modules, one for
(a) wordlists, one for (b) dictionaries, and one for (c) features. The CLDF wordlist standard
is integrated in different tools, like LingPy (List and Forkel 2016) and Beastling (Maurits
et al. 2017), and draws conceptually a lot from the annotation practices for historical lan-
guage comparison developed for the EDICTOR (List 2017a) tool. The CLDF ictionary stan-
dard will serve as the basic format for the Dictionaria project (http://dictionaria.
clld.org), and the feature standards, which define basic ways to handle grammatical
features in cross-linguistic datasets, will be available for both long established typologi-
cal databases like WALS (Dryer and Haspelmath 2011), and for the Grambank database
(http://glottobank.org), which is currently being assembled by colleagues from the
MPI (Jena).

All standards make use of the core meta-data-bases which were mentioned before.
Linguists should try to link all their language varieties to Glottolog, and if word lists or other
forms of questionnaires are being used, the concepts should be linked to the Concepticon.
If phonetic transcriptions are being used, data can further be tested whether it is compliant
with the CLTS standard, which is currently being developed. It is important to note that
neither of the meta-data-bases is considered to be a fixed system that could no longer be
modified. All of them are flexible, considered as community effort, easy to expand, and
actively developed. Every year, the maintainers publish a new release in which they try to
account for all requests, complaints, andmodification requests which colleagues brought up
since the last release. This guarantees that users who want to model their data in CLDF can
actively participate in further advancing the core meta-data-bases which are used in CLDF.

Why do we need standards for phonetic transcriptions? Isn't there the IPA
standard?
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3 Concepticon1

3.1 Introduction
In 1950, Morris Swadesh (1909 – 1967) proposed the idea that certain parts of the lexicon
of human languages are universal, stable over time, and rather resistant to borrowing. As
a result, he claimed that this part of the lexicon, which was later called basic vocabulary,
would be very useful to address the problem of subgrouping in historical linguistics:

[...] it is a well known fact that certain types of morphemes are relatively stable. Pro-
nouns and numerals, for example, are occasionally replaced either by other forms from
the same language or by borrowed elements, but such replacement is rare. The same
is more or less true of other everyday expressions connected with concepts and expe-
riences common to all human groups or to the groups living in a given part of the world
during a given epoch. (Swadesh 1950: 157)

He illustrated this by proposing a first list of basic concepts, which was, in fact, nothing else
than a collection of concept labels, as shown below:2

I, thou, he, we, ye, one, two, three, four, five, six, seven, eight, nine, ten, hundred, all,
animal, ashes, back, bad, bark, belly, big, [...] this, tongue, tooth, tree, warm, water,
what, where, white, who, wife, wind, woman, year, yellow. (ibid.: 161)

In the following years, Swadesh refined his original concept lists of basic vocabulary items,
thereby reducing the original test list of 215 items first to 200 (Swadesh 1952) and then to
100 items (Swadesh 1955). Scholars working on different language families and different
datasets provided further modifications, be it that the concepts which Swadesh had pro-
posed were lacking proper translational equivalents in the languages they were working on,
or that they turned out to be not as stable and universal as Swadesh had claimed (Alpher
and Nash 1999, Matisoff 1978). Up to today, dozens of different concept lists have been
compiled for various purposes.

Who was one of the earliest Chinese scholars to propose a specific concept
list?

3.2 Concept Lists
Concept lists are simply speaking collections of concepts which scholars decided to compile
at some point. In an ideal concept list, concepts would be described by a concept label and
a short definition. Most published concept lists, however, only contain a concept label. On
the other hand, certain concept lists have been further expanded by adding structure, such
as rankings, divisions, or relations.

Concept lists are compiled for a variety of different purposes. The purpose for which a
given concept list was originally defined has an immediate influence on its structure. Given
themultitude of use cases in both synchronic and diachronic linguistics, it is difficult to give an
exhaustive and unique classification scheme for all concept lists which have been compiled
in the past. In the following table, we have nevertheless tried to distinguish eight basic types
of concept lists and give one list for each of the types as a prototypical example.3
1This part is based on List et al. (2016)
2This list contains 123 items in total. According to Swadesh, these items occurred both in his original test list of
English items, and in the data on the Salishan languages, which he employed for his first glottochronological
study.

3For further information regarding these concept lists, just click on the links in the “Example” field of the table.
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Type Example Purpose
basic vocabulary list (“Swadesh
list”)

Swadesh 1952 / 200 items subgrouping

subdivided concept list Yakhontov 1991 (Starostin 1991) / 35 +
65 items

genetic relationship, layer identifica-
tion

“ultra-stable” concept list Dolgopolsky 1964 / 15 items genetic relationship
questionnaire Allen 2007 / 500 items dialect / language comparison
ranked list Starostin 2007 / 110 items subgrouping, layer identification
list of concept relations DatSemShift, Bulakh et al. 2013 / 2424

items
representation of concept relations

special-purpose concept list Matisoff 1978 / 200 items subgrouping of Tibeto-Burman lan-
guages

historical concept list Leibniz 1768 / 128 items language comparison
Table 2: Examples for different types of concept list as they can be found in the literature

3.3 Linking Concept Lists
While all the concept lists which have been published so far constitute language resources
with rich and valuable information, we lack guidelines, standards, best practices, and mod-
els to handle their interoperability. Language diversity is often addressed with region- or
language-specific questionnaires. This makes it difficult to integrate and compare these
resources.

The Concepticon is an attempt to overcome these difficulties by linking the many dif-
ferent concept lists which are used in the linguistic literature. In order to do so, we offer
open, linked, and shared data in collaborative architectures. Our data is curated openly on
GitHub (https://github.com/clld/concepticon-data). The Concepticon itself
is published as Linked Open Data (http://concepticon.clld.org) within the CLLD
framework, which allows us to reuse tools built on top of the CLLD API, in particular the
clldclient package (https://github.com/clld/clldclient).

In our Concepticon, all entries from concept lists are partitioned into sets of labels re-
ferring to the same concept – so called concept sets. Each concept set is given a unique
identifier (Concepticon ID), a unique label (Concepticon Gloss), a human-readable defini-
tion (Concepticon Definition), a rough semantic field, and a short description regarding its
ontological category. Based on the availability of resources, we further provide metadata
for concept sets, including links to the Princeton WordNet (University 2010), OmegaWiki
(OmegaWiki 2005) andBabelNet (Navigli andPonzetto 2012), and links to normdata bases,
like SimLex-999 (Hill et al. 2015), the MRC Psycholinguistic database (Wilson 1988), and
the Edinburgh Associative Thesaurus (Kiss et al. 1973).

A concept list is a collection of concepts that is deemed interesting by scholars. Min-
imally, it consists of an identifier for each concept which the lists contains, and a label by
which the concept is referenced. The creator of a concept list is called a compiler. Each con-
cept list is tied to one or more sources, it is given in one or more source languages and was
compiled for one or more target languages. A description gives further information on each
concept list in human-readable form, and tags are used to provide information regarding
some basic characteristics of the concept list. The following figure illustrates how concept
hierarchies are superimposed on our concept sets.
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OIL (ORGANIC
SUBSTANCE)

FAT (FROM
ANIMALS)

OIL (FROM
PLANTS)

ORGANIC FAT
OR OIL

FAT
(ORGANIC

SUBSTANCE) PIG FAT

FAT (FOR
NOURISHMENT)

OIL
(HYDROPHOBIC

LIQUID)

Figure 1: Concept relations between ‘oil’, and ‘fat’

What is the concept from the semantic field for ``fat'' which we would
expect in a Chinese questionnaire?

3.4 Examples
As a simple example for typical problems involving the linking of concept lists, consider the
concepts given in the table below. Here, the four lists apparently intend to denote the same
concept ‘dull’. From the Chinese terms used in the lists by Ben Hamed and Wang (2006)
and Chén (1996), however, we can clearly see that the intended meaning is not ‘dull’ in the
sense of ‘being blunt (of a knife)’, but ‘stupid’. Given that both authors originally wanted to
render Swadesh’s original concept lists in their research, this shows that we are dealing with
a translation error here which may well result from the fact that in many concept lists, only
‘dull’ is used as a concept label, without further specification.

Compiler Label Concepticon
Blust (2008) dull, blunt DULL
Chén (1996) 呆，笨 / dull STUPID
Comrie & Smith (1977) dull DULL
Wang (2006) 笨（不聪明） / dull STUPID
Swadesh 1952 dull (knife) DULL

Table 3: Erroneous translations in concept lists

What other errors in translations can be possible, when considering Swadesh's
original list of 200 concepts?

3.5 Outlook
The forthcoming version of the Concepticon will feature a great number of new concept lists.
In addition, it will also offer a full-fledged software API which is already available online for
testing and which offers new and improved algorithms for an automatic preliminary linking
of concept lists. These algorithms are quite powerful, given that they make use in all the
concept sets which we have linked so far. In some sense, the algorithm is learning from
each new concept list we add and offers all feasible solutions to link a certain concept in a
given concept list to our Concepticon.

What is the specific challenge of designing an algorithm for automatic concept
set linking?

6

29



Johann-Mattis List 2017-10-20 CALC

4 Cross-Linguistic Transcription Systems
4.1 Introduction
Many linguists think that the International Phonetic Alphabet as defined by the International
Phonetic Association is a clear-cut standard that does not leave any doubt and just has to
be taken seriously by linguists (IPA Handbook 1999). However, if we look at the ways in
which linguists produce linguistic data, we can first see, that the IPA is not the only phonetic
transcription system currently in use. In addition, there is also the North American Phonetic
Alphabet which is inconsistently and differently used by authors working chiefly on North
American languages. There is theUralic Phonetic Alphabet, which is often used but has also
never been rigorously standardized (Sovijärvi and Peltola 1970). There is the Lautschrift der
Theutonista (Wiesinger 1964) which was chiefly used to transcribeGerman dialect varieties,
and there are the specific but largely regular idiosyncrasies of Chinese dialectologists who
still keep using an older IPA version from the 1970ies.

Does it really make a difference, which transcription systems linguists use?

4.2 Problems
As a result of this high number of different transcription systems, we encounter many prob-
lems when trying to make our data cross-linguistically comparable. Essentially, if linguists
say that their data has “IPA inside” thismaymean different things depending on the linguists.
In addition, the IPA itself creates ambiguities and does not consider itself as a standard in
the common sense, but more as a set of suggestions that should help linguists carrying out
phonetic transcriptions. Unfortunately, linguists even disregard the suggestionsmade by the
IPA, not to speak of many pitfalls resulting from the Unicode standard and its use (Moran
and Cysouw 2017).

Why does the IPA not want to be a standard?

4.3 Comparative Databases
As of now, there are many comparative databases which offer interesting cross-linguistic
data, mainly for phoneme inventories in the languages of theworld, but sometimes even con-
taining lexical descriptions. The following table gives an overview on some larger datasets:

Dataset Transcr. Syst. Sounds
GLD (Ruhlen 2008) NAPA (modified) 600+ (?)
Phoible (Moran et al. 2014) IPA (specified) 2000+
GLD (Starostin 2015) UTS ?
ASJP (Wichmann et al. 2016) ASJP Code 700+
PBase (Mielke 2008) IPA (specified) 1000+
Wikipedia IPA (unspecified) ?
JIPA IPA (norm?) 800+

Table 4: Cross-linguistic datasets with different transcription systems

What is the JIPA?
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4.4 Objective of CLTS
The goal of CLTS is to provide a standard for phonetic transcription for the purpose of cross-
linguistic studies by offering standardizedways to represent sound values serve as ”compar-
ative concepts” in the sense of Haspelmath (2010). Similar to the Concepticon, we want to
allow to register different transcription systems but link them with each other by linking each
transcription system to unique sound segments. In contrast to Phoible or other databases
which list solely the inventories of languages, CLTS is supposed to serve as a standard for
the handling of lexical data in the CLDF framework, as a result, not only sound segments
need to be included in the framework, but also ways to transcribe lexical data consistently.
What consequences does it have if CLTS is supposed to serve for phonetic
transcription of lexical entries?

4.5 Strategy
We register transcription systems by linking the sounds to phonetic feature bundles which
serve as identifiers for sound segments. When being given a form that is supposed to be pre-
sented in a given transcription system, we apply a three-step normalization procedure that
goes from (1) NFD-normalization (Unicode decomposed characters), via (2) Unicode con-
fusables normalization (http://unicode.org/cldr/utility/confusables.jsp),
to (3) dedicated alias symbols. We divide sounds in different sound classes (currently vowel,
consonant, diphthong, cluster, click, tone) to define specific rules for their respective feature
sets. Additionally, we allow for a quick expansion of the set of features and the sound seg-
ments for each alphabet by applying a procedure that tries to guess unknown sounds by
decomposing them into base sounds and diacritics.

On top of the different sounds we can register in this way, we link the feature bundles
with datasets, like Phoible, LingPy’s sound class system, Wikipedia’s sound descriptions,
or the binary feature systems published along with PBase (see above for references). Our
feature system is not ambitious, as it is neither minimal, nor ordered, nor exclusive, nor
binary, as in features systems that have been proposed in the past (Chomsky and Halle
1968). Theymerely serve as ameans of description, following the IPAas closely as possible.
The following two tables illustrate how characters are analysed in CLTS.

Input NFD Confus. Alias Out
ã (U+00E3) a (U+0061) ◌̃ (U+0303) ã
a (U+0061) : (U+003a) a (U+0061) ː (U+02d0) aː
ʦ (U+02a6) t (U+0074) s (U+0073) ts

Table 5: Three-step normalization in CLTS.
.

Sound Identifier
ã nasalized unrounded open front vowel
aː long unrounded open front vowel
ts voiceless alveolar affricate consonant

Table 6: Identifiers for sounds.
Wouldn't it be sufficient to go for simple NFD normalization, given that
Unicode is a real standard?

4.6 API, Online Demo, and Statistics
The API is similar to the one which is shipped with the Concepticon and offers easy ways
for experienced Python users to use the data for automatic analyses. In addition, we are
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working on an online demo, which currently exists as a prototype and can be accessed via
http://calc.digling.org/clts/.

Our current statistics are constantly changing in this stage, and we expect to expand
the data quickly during the next months. Currently, we have registered two transcription
systems, B(road)IPA and ASJP, as well as two meta-data-sets (Phoible and PBase). The
following table shows, how many sounds of Phoible and Pbase we already cover:

Dataset Matched Generated Missed Perc.
Phoible 613 616 772 61%
PBase 496 265 521 59%

Table 7: Current coverage of CLTS

What problems can be expected when trying to link all of the sounds in
Phoible and Pbase?

4.7 Outlook
In the future, we plan to add four more transcription systems (UPA, NAPA, GLD-UTS, X-
SAMPA), more more metadata (Index Diachronica, Ruhlen’s Database, sound examples,
examples from the JIPA), we want to enhance the Python API to work on all platforms, and
all Python versions (2 and 3), and we want to enhance the web-application (allow to select
between different transcription systems, translate between systems, etc.).

All nice, but what do you think can be done with all this ``normalized'' data?
Why do we even need unified transcription systems?
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Computer-Assisted Language Comparison
1 Introduction
Traditional methods in historical linguistics are based onmanual data annotation. With more
data available, they reach their practical limits. Computational methods which have been
proposed during the last three decades are fast and efficient, but they are not very accu-
rate. As a result, they cannot replace experience and intuition of experts. Since experts are
slow compared to computers, while computers are not very accurate compared to experts,
we need combined frameworks which reconcile classical and computational approaches.
Such a framework of computer-assisted language comparison (CALC, List 2016b) may
drastically increase the consistency of expert annotation while correcting for the lack of ac-
curacy in computational analyses.

The graphic below shows the general work flow of CALC. What is crucial for
the data in such a framework?

2 LingPy: Cognate Detection and More
2.1 Introduction
Software plays a crucial role in the CALC framework, as it helps us to speed up the compar-
ative methods. Generally, software in historical linguistics has taken a lot of inspiration from
evolutionary biology in the past, and will continue to do so in the future (List et al. 2016a).
However, following the agenda outlined in List (2014), it is important to note that software
should not be blindly transferred from applications designed for other fields of science, but
rather carefully adapted to our specific linguistic needs.

Among the most crucial tasks for quantitative historical linguistics are the detection of
cognate words (automatic cognate detection) as well as the task of ancestral state recon-
struction which proposes concrete scenarios showing how a given number of traits evolved
along a given reference phylogeny. Both approaches can be carried out with help of the
LingPy Python package for quantitative tasks in historical linguistics (List and Forkel 2016)
as well as with custom plugins for the package. It would go too far to explain all the details
of these algorithms in this context. Therefore, I will content myself in showing what can be

1

2 CALC

34



Johann-Mattis List 2017-10-20 CALC

done with the software, rather than showing how one can do it. For these purposes, I re-
fer the readers to the extensive documentation of the LingPy project which can be found at
http://lingpy.org.

Why is it important to adapt the software to our linguistic needs?

2.2 Cognate Detection
Cognacy is similar to the concept of homology in biology (Haggerty et al. 2014), denot-
ing a relation between words which share a common history (List 2014). Quantitative ap-
proaches additionally distinguish cognates which have retained, and cognates which have
shifted their meaning (Starostin 2013). Further aspects of cognacy are rarely distinguished,
although they are obvious and common. Words which go back to the same ancestor form
can for example have been morphologically modified, such as French soleil which does not
go directly back to Latin sōl ‘sun’ but to sōliculus ‘small sun’ which is itself a derivation of sōl
(REW). Another problem are words which have been created from two or more morphemes
via processes of compounding. While these cases are rather rare in the core vocabulary of
Indo-European languages, they are very frequent in South-East Asian language families like
Sino-Tibetan or Austro-Asiatic. In 200 basic words across 23 Chinese dialects (Ben Hamed
and Wang 2006), for example, almost 50% of the nouns and more than 30% of all words
consist of two or more morphemes. This is illustrated in the following table (originally from
List et al. 2016b.

Variety Form Character Cognacy
Fúzhōu ŋuoʔ⁵ 月 1
Měixiàn ŋiat⁵ kuoŋ⁴⁴ 月光 1 2
Wēnzhōu ȵy²¹ kuɔ³⁵ vai¹³ 月光佛 1 2 3
Běijīng yɛ⁵¹ liɑŋ¹ 月亮 1 4

While algorithms for cognate detection are quite reliable by now, reaching levels of ac-
curacy close to 90% for shallow language families (List et al. 2017a), we still face consider-
able problems in identifying partial cognates, as illustrated for the Chinese dialects above. In
List et al. (2016b), we have proposed a new approach that can be applied to search for cog-
nate sets in Chinese data, assigning syllables to cognate sets, rather than full words. The
workflow of this approach is slightly more complicated than the normal workflow for cognate
detection, but the LingPy package offers a rather stable implementation, and the results are
comparable in accuracy to the ones which can be reported for normal cognate detection
algorithms. Furthermore, with help of the EDICTOR tool (List 2017a) described below, lin-
guists can easily refine the findingsmanually, whichmakes partial cognate detection a prime
example for a CALC workflow.

The graphic below shows the workflow of the algorithm for partial cognate
detection. What are the crucial steps of this workflow?

Fúzhōu ŋuoʔ⁵

Měixiàn
ŋiat⁵ 0.44

kuoŋ⁴⁴ 0.78 0.78

Wēnzhōu

y²¹ȵ 0.30 0.35 0.67

ku ³ɔ ⁵ 0.80 0.85 0.27 0.67

vai¹³ 0.85 0.85 0.82 0.73 0.73

Běijīng y ¹ɛ⁵ 0.77 0.84 0.73 0.56 0.56 0.66

li ŋ¹ɑ 0.78 0.78 0.44 0.67 0.82 0.82 0.80
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2.3 Ancestral State Reconstruction
Ancestral state reconstruction plays a crucial role in evolutionary biology but is still less com-
mon in historical linguistics, although most linguists apply similar procedures in their heads
when it comes to assessing which words were present in a given proto-language. If we deal
with questions such as the development of the lexicon in Chinese dialect history, the prob-
lem of partial cognacy becomes again extremely difficult to handle, as we often lack the suffi-
cient intuition regarding major tendencies of language change when it comes to compounds
in Chinese dialects. We know for sure that at some point words were mono-morphemic in
Ancient Chinese, but we have a hard time in saying exactly when the transition to multi-
morphemic words started. An experimental plugin to the LingPy package (List 2016a) can
be used to investigate lexical evolution in Chinese dialects in which partial cognates are
modeled as multiple states of the same character, and evolutionary scenarios for lexical
change are inferred within a parsimony framework. Despite the well-known and obvious
shortcomings of parsimony analyses, this framework offers first insights into more detailed
evolutionary scenarios of lexical evolution, which is indispensable for a more thorough in-
vestigation of lexical change in South-East Asian languages.
The algorithm which was used to infer evolutionary scenarios for partial
cognates across Chinese dialects cannot (yet) handle borrowing events.
Does this problem show up in the visualization of the scenario inferred for
``moon''?

Fúzhōu

Táiběi

Xiàmén

Zhāngpíng

Mǐn

Guǎngzhōu

Měixiàn

Liánchéng
Hakka

Wēnzhōu

Níngbō

Sūzhōu

Shànghǎi

Shànghǎi_B

Wú

Nánchāng

Ānyì
Gàn

Chángshā

Shuāngfēng
Xiāng

Yàngshān

Wǔhàn

Níngxià

Chéngdū

Běijīng

Tàiyuán

Yúcì

Guānhuà
月

月娘

月光佛

月光

月亮

月明

‘MOON’

‘MOON-MOTHER’

‘MOON-LIGHT’

‘MOON-LIGHT-SUFFIX’

‘MOON-SHINE’

‘MOON-BRIGHT’

3 CLICS: Cross-Linguistic Colexifications
3.1 Polysemy, Homophony, and Colexification
Polysemy and homophony are two seemingly contrary concepts in linguistics. However,
in the end they describe both the same phenomenon, namely that a word form in a given
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language can have multiple meanings. François (2008) therefore suggests to replace the
two interpretative terms by the descriptive term colexification. Colexification in this context
only means that an individual language‘is said to colexifiy two functionally distinct senses
if, and only if, it can associate them with the same lexical form’(ibid.: 171).

How can the distinction between interpretative and descriptive terminology
be understood?

3.2 Colexification Networks
If one has enough data, it is considerably simple to construct concept networks from cross-
linguistic colexifications. The starting point are semantically aligned word lists for a large
amount of different languages from different language families. If, for example, we con-
sider the word list for Russian and German below, we can see that the data contains two
“polysemies”, namely Russian derevo which can refer to both “tree” and “wood”, and Ger-
man Erde which can refer to both “earch, land” and “ground, soil”. If we now assemble all
these connections in a single network, where the nodes represent concepts and the edges
between the nodes represent polysemies, we have created a concept network, or more
specifically, a colexification network. In order to make the visualization and the analysis
more powerful, we can further add weights to the edges, representing how many times a
certain colexification is encountered in our data.

Key Concept Russian German ...
1.1 world mir, svet Welt ...
1.21 earth, land zemlja Erde, Land ...
1.212 ground, soil počva Erde, Boden ...
1.420 tree derevo Baum ...
1.430 wood derevo Wald ...
... ... ... ... ...

udder

chest

nipple, teat

milk (noun)

breast (of 
woman) 

When looking at the original definition of ``polysemy'' in the linguistic lit-
erature, what could become a problem related to colexification networks?

3.3 Analysing Colexification Networks
Taking a colexification network alone does not necessarily help us in answering questions
regarding semantic change or human cognition. This is due to the increasing complexity of
colexification networks, the more concepts and languages we add. The graphic below, for
example, shows a network which has been constructed from an analysis of 195 languages
covering 44 language families (List et al. 2013).

What we need is a network analysis which uses specific algorithms to analyse the struc-
ture of the network more properly. In concrete, analyses for community detection can help
us to partition the networks into groups which correspond to important semantic fields. The
term community was first coined in social network analysis, where it was used to identify
communities of people in social networks. In a broader sense, a community refers to “groups
of vertices within which the connectionso are dense but between which they are sparser”
(Newman 2004: 4). In List et al. (2013), we used the algorithm by Girvan and Newman
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(2002) to analyse the network on the left. The result is given in the graphic on the right,
where the originally almost completely connected network has been partitioned into 337
communities, with 104 being relatively big (5 and more nodes, covering a rather large parts
of the 1289 concepts in our original database (879, 68%).

(a) complete networks (b) analysed network

Below a community from the network is shown, in which meanings which center
around ``tree'' and ``wood'' have been grouped together. What can we
learn from the network? What can't we learn?

tree trunk

tree plant (noun)

doorpost, jamb

beam

tree stump

post, pole

table

board
club

firewoodwoodwoods, forest

shelf

staff, walking 
stick 

rafter

3.4 CLICS
CLICS (List et al. 2014, http://clics.lingpy.org) is an online database of synchronic
lexical associations (”colexifications”) in currently 221 language varieties of the world. Large
databases offering lexical information on the world’s languages are already readily available
for research in different online sources. However, the information on tendencies of meaning
associations they enshrine is not easily extractable from these sources themselves.

As CLICS comes along with a powerful visualization suite (Mayer et al. 2014), it is
very convenient to query the information regarding meaning associations. CLICS thus also
serves as an example for computer-assisted language comparison, in so far as it illustrates
how analyses created by machines can be made accessible to the detailed inspection by
researchers.

Below is an example visualization from the CLICS database. How can the
global patterning be interpreted?
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3/21/14 10:25 AMCLiCs

Page 1 of 2http://127.0.0.1/clics/browse.php?gloss=money&view=part
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?
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Introduction
FAQ

Query
Direct Links
All Links

Browse
Download

Browse

Browse the Colexification Networks

Concept "money" is part of a cluster with the central concept "fishscale" with a total of 10 nodes. Hover over the edges to check out the
forms for each link. Click on the forms to check their sources. Click HERE to export the current network. 

Last updated on Mar. 20, 2014, 10:40 CET

This work is licensed under a Creative Commons
Attribution-NonCommercial 3.0 Unported License.

Line opacity: Line weights: Coloring: Family

silver

leather

fishscale

bark

coin

fur

snail

skin, hide

money

shell

49 links for "silver" and "money":
Language Family Form

1. Ignaciano Arawakan ne
2. Aymara, Central Aymaran ḳulʸḳi
3. Tsafiki Barbacoan kaˈla
4. Seselwa Creole French Creole larzan
5. Miao, White Hmong-Mien nyiaj
6. Breton Indo-European arhant
7. French Indo-European argent
8. Gaelic, Irish Indo-European airgead
9. Welsh Indo-European arian
10. Cofán Isolate koriΦĩʔdi

4 EDICTOR: Cognate Annotation and More1

4.1 Introduction
The Etymological DICtionary ediTOR (EDICTOR) is a free, interactive, web-based tool de-
signed to aid historical linguists in creating, editing, analysing, and publishing etymological
datasets. The EDICTOR offers interactive solutions for important tasks in historical linguis-
tics, including facilitated input and segmentation of phonetic transcriptions, quantitative and
qualitative analyses of phonetic and morphological data, enhanced interfaces for cognate
class assignment and multiple word alignment, and automated evaluation of regular sound
correspondences. As a web-based tool written in JavaScript, the EDICTOR can be used in
standard web browsers across all major platforms. Due to the simplicity of its format require-
ments and the strictness of its machine- and human-readable annotation, the tool is ideal
for computer-assisted workflows in historical linguistics in which linguists first use existing
software packages to analyse their data automatically and then manually correct the results.

4.2 Partial Cognate Annotation
The manual annotation of partial cognates is tedious. In order to ease the task, a partial
cognate editor was included in the most recent version of the EDICTOR tool, which greatly
facilitates the annotation task. All that is required is that the data are morphologically seg-
mented by the user. Once this is done, users can load their data into the EDICTOR tool and
indicate which morphemes in a set of pre-defined words (usually translations of the same
comparison concept) are cognate. Since this can be done in a simple drag-and-drop fash-
ion, by which the user selects and deselects the words which are grouped into one partial
cognate set, the annotation can be carried out quickly and is also less prone to error than
the use of spreadsheet software not designed for this task.

1See List (2017a) and Hill and List (2017) for details.
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The graphic below shows an example of partial cognate annotation with the
EDICTOR. As well ass this seems to work, which cases can surely NOT be
handled with this method?

4.3 Partial Colexifications
What is often being ignored in phylogenetic analyses is the importance of internal recon-
struction (Anttila 1972: 264-273). All languages make a considerable re-use of their word
form material throughout their lexicon. Word families play a crucial role in lexical organisa-
tion (Brysbaert et al. 2016). Knowing which words inside a language belong to the same
word family or share material from the same family is crucial for both historical language
comparison as well as phylogenetic reconstruction. In order to facilitate the annotation of
word families, the EDICTOR tool contains a morpheme annotation module that allows one
to inspect automatically created bipartite networks for individual languages and to annotate
compounds in a meaningful way (Hill and List 2017). The general idea behind this com-
pound structure analysis is to annotate compounds in a way similar to how linguists annotate
sentences in inter-linear glossed text. For each word in the data, we provide a language-
internal analysis that reveals the motivation of compound formation. Essentially, this yields
a language-internal word family analysis, as it allow us to identify cognates within the same
language.

The table below gives an example for compound analysis and morpheme
annotation in the EDICTOR tool. When comparing this with similar structures
that could be found for Chinese dialects, which are the obvious drawbacks
of this analysis?

5 Rhyme Analysis and the Reconstruction of Old Chinese2

5.1 Introduction
The analysis of rhyme patterns is one of the core methods for the reconstruction of Old Chi-
nese phonology. It emerged when scholars of the Suí隋(581–618) and Táng唐(618–907)
dynasties realized that old poems, especially those in the Book of Odes (Shījīng 詩經 ca.
1050–600 BCE), were full of inconsistencies regarding the rhyming of words. While the first
reaction was to attribute inconsistencies to a different, less strict attitude towards rhyming
2See List (2017b) and List et al. (2017b) for details.
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practiced by the ancestors (as advocated by Lù Démíng陸德明, 550–630), or to a habit of
the elders to switch the pronunciation in certain words in order to make them rhyme (a prac-
tice called xiéyīn諧音‘sound harmonization’, Baxter 1992:153). Later scholars from the
Míng明(1368–1644) and Qīng清 dynasties (1644–1911) realized that the inconsistencies
in the rhyme patterns reflect the effects of language change (Baxter 1992:153–157). The
following table illustrates this in more detail:

Assuming that rhyming was originally rather consistent, with rhyme words being mostly
identical in the pronunciation of nucleus and coda, the analysis of rhyme words makes it not
only possible to estab- lish rhyme categories but also to interpret them further phonetically or
phonologically. The classical approach for rhyme analysis, which is called sīguàn shéngqiān
fǎ絲貫繩牽法‘link-and-bind method’(Gěng 2004), or yùnjiǎo xìlián fǎ韻腳系聯法‘rhyme
linking method’(Lǚ 2009), consists of roughly two steps: In a first step, groups of Old Chi-
nese words, mostly represented by one Chinese character and identified to rhyme with each
other in a given text are collected. In a further step, these groups are com- pared with each
other. If identical words are found in different groups, those groups can be combined to form
larger groups. This procedure is then repeated until categories of rhymes can be identified
that ide- ally do not show any more transitions among each other. This approach is essen-
tially similar to the‘linking method’xìlián fǎ系聯法 see Liú 2006:56–67), first proposed in
Chén Lǐ’s陳禮(1818–1882) Qièyùnkǎo切韻考(1848), by which characters used in fǎnqiè
反切 readings in rhyme books are clustered into groups of supposedly common pronuncia-
tions for initials and rhymes. In both approaches, similarities in pronunciation are indirectly
inferred by spinning a web of direct links between characters.

The figure below illustrates the linking method for the zh� 之 group in the
Book of Odes. What is the obvious drawback of this method?
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5.2 Network Approach to Rhyme Analysis
The crucial idea of our computer-assisted approach to rhyme analysis is to construct a net-
work of rhyme patterns in which nodes represent rhyme words and connections between
nodes represent how often those rhymes co-occur in the Book of Odes. The following
graphic illustrates this procedure for two stanzas of the Shījīng:
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Themajor advantage of this representation is that we can apply variousmethods for network
analysis to data which was assembled in this form. As a result, we can investigate the rhyme
network and test to which degree different reconstruction systems offer a consistent view on
Old Chinese rhyming. As a very simple test, we can check whether a given reconstruction
system conforms to the principle of vowel purity (Ho 2016) which expects words with similar
vowels to rhyme more often than words with different vowels. Our test, which is reported in
List et al. (2017b) could show that most of the Old Chinese reconstruction systems which
postulate 6 vowels correspond more closely to vowel purity than other reconstruction sys-
tems with more or less vowels. Even by eyeballing the figure above, in which vowel quality
is reflected with help of colors following the OC reconstruction system by Baxter and Sagart
(2014), one can see that words rhyming with each other tend to have the same vowel.

If six-vowel reconstruction systems perform better on vowel purity, does
this automatically mean that they are better in general?

5.3 The Shījīng Rhyme Browser
In order to make it more convenient for the readers to investigate the data underlying this
paper in full detail, an interactive web-based application was created. This freely available
Shījīng Browser (http://digling.org/shijing/) lists all potential rhyme words in
tabular form along with additional information including the pīnyīn transliteration, the Middle
Chinese reading, the reconstruction by Baxter and Sagart (ibid.), the reading by Pān (2000),
the GSR index (Karlgren 1957), and the number of poem, stanza, and section. With help
of interactive search fields, the data can quickly be filtered, enabling the users to search
for specific poems, for specific characters, or for specific readings. When clicking on the
“Poem”field in the application, a window pops up and shows the whole poem, in which
all rhyme words are highlighted. In certain cases, where potential alternative rhymes were
identified, this is marked in an additional column. In a recently modified version, we contrast
rhyme annotations by Wáng (1980 [2006]) with those given in Baxter (1992) (http://
digling.org/shijing/wangli/, List 2017c). The table below gives an example on
the organization of the interface.

What could be the problem of comparing rhymes in books other than the
Book of Odes?
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